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Uncertainty and waves of pessimism are the hallmark of financial crises. Financial crises and
bank runs are often associated with periods of great uncertainty and sudden widespread pessimism
on future returns of financial and real assets. A puzzling feature of several recent financial crises
has been contagion among apparently unrelated asset classes. For example, the Asian financial
crisis of 1997 spread to the Russian crisis of 1998, which eventually brought the fall of LTCM
(see Allen and Gale, 1999). Negative idiosyncratic news in one asset class can also snowball into
economy-wide shocks. For example, the recent crisis of 2008/2009 was triggered by negative shocks
in the relatively small sub-prime mortgage market, and then rapidly spread to the general financial
markets, leading to a near meltdown of the entire financial system.! These events raise the issue of
the mechanism that triggers such contagions and put into question the very notion (and assessment)
of systemic risk.

In this paper we propose a new theory of systemic risk based on uncertainty aversion. We focus
on systemic risk as the possibility of a run on the (overall) banking system due contagion from
one affected bank to other unaffected banks, rather than the outcome of a system-wide negative
aggregate shock.? More generally, we study the negative spillover, due to contagion, of a negative
shock affecting one asset class to other asset classes not otherwise directly affected by the shock.

Our model builds on the distinction between risk, whereby investors know the probability
distribution of assets’ cash flows, and Knightian uncertainty (Knight, 1921), whereby investors
lack such knowledge. The distinction between the known-unknown and the unknown-unknown is
relevant since investors appear to display aversion to uncertainty (or “ambiguity”), as suggested by
Ellsberg (1961), as well as Keynes (1921).

We study an economy where uncertainty-averse investors hold through financial intermediaries
(i.e., banks) a portfolio of risky assets. Investors perceive the distribution of the returns on the

risky assets as uncertain.> We argue that probabilistic assessments (or beliefs in the sense of de

!Potential losses from the subprime and Alt-A mortgage markets, which in the 2007-2008 period were estimated
to be in the $100 billion to $300 billion range, triggered losses in the world equity market in excess of $10 trillion
(see, OECD Financial Market Trends, 2007 and 2008).

2Note that the measurement, and the notion itself, of systemic risk is still rather controversial in the literature; see,
for example, de Bandt and Hartmann (2000), Cerutti, Claessens, and McGuire (2012), and Acharya, Engle, Richard-
son (2012), among others, and the current discussion on macro-prudential regulation of “systemically important
financial institutions.”

3This uncertainty represents, for example, incomplete knowledge on the structure of the economy that generates
asset returns, i.e., it can be viewed as model uncertainty (see Hansen and Sargent, 2008).



Finetti, 1974) held by uncertainty-averse investors on the future performance of each asset are
endogenous, and depend on the composition of their portfolios. We show that this property implies
that uncertainty-averse investors hold a more favorable probability assessment on the future return
of an uncertain asset (i.e., are more “optimistic” on that asset) when they also hold other uncertain
assets in their portfolios, a feature denoted as “uncertainty hedging.” Correspondingly, bad news on
one asset class induces investors to hold less favorable probability assessment on the future return
of other asset classes as well and to become more “pessimistic” on those assets. Thus, a negative
shock to one asset class spreads to other asset classes, creating contagion even in cases where such
shocks are idiosyncratic. In this way, our paper identifies a new channel of contagion and systemic
risk that is based on uncertainty aversion.

We build on the classic Diamond and Dybvig (1983) model to include two banks, each with
access to a bank-specific class of risky assets (i.e., risky loans) in addition to the safe asset. Following
existing literature, banks are modeled as mutual entities that maximize the welfare of their investors
(i.e., depositors), who are exposed to uninsurable liquidity shocks. Banks invest in risky assets and
provide investors with (partial) insurance against liquidity shocks, which exposes them to runs.
Different from the more traditional “panic runs” discussed in Diamond and Dybvig (1983), in our
paper we focus on fundamental runs due to the interim arrival of (idiosyncratic) bad news about a
bank’s expected profitability.

When investors are not uncertainty averse, there is no reason for runs to propagate from one
bank to another. In contrast, due to uncertainty hedging, uncertainty-averse investors (the depos-
itors) hold more favorable probability assessments and thus place higher value on a class of risky
assets if they invest in other risky assets as well. This feature has a number of important conse-
quences. First, it creates the possibility of contagion across banks. If a late investor withdraws
early from one bank, it can now become optimal for that investor to withdraw early from the other
bank as well, even if no one else runs. Thus, negative idiosyncratic shocks at any one bank can
generate a deterioration of the probabilistic assessment on future returns of other banks’ assets
and, thus, cause runs on those banks, creating systemic risk. In this way, uncertainty aversion
generates endogenous contagion and systemic risk. We also show that, interestingly, uncertainty

aversion causes investors to be less prone to run individual banks, but runs will be systemic.



The distinguishing feature of our model is that uncertainty aversion is the key driver of conta-
gion across asset classes. Specifically, in our model idiosyncratic shocks generate contagion across
otherwise unrelated asset classes, and we can explain how relatively small idiosyncratic shocks
can snowball into systemic risk. In contrast, absent uncertainty aversion, idiosyncratic shocks af-
fect only the asset class directly involved by such shocks, leaving other assets classes untouched.
Thus, our paper identifies a new factor of systemic risk (and contagion) that is based on investors
preferences rather than on aggregate shocks that affect economy-wide fundamentals.

The second effect of uncertainty aversion is that it generates two equilibria in banks’ investment
decisions. When banks decide how much to invest in the risky asset, each bank is willing to make
such investments if and only if the other bank invests in its risky asset as well. This implies that
investors’ uncertainty aversion makes investment in risky assets strategic complements, with the
possibility of a second Pareto-inferior equilibrium where both banks invest in the safe asset only.
This second (inefficient) equilibrium, which we denote as a “credit crunch,” represents a new type of
equilibrium due to coordination failure among banks, rather than among depositors as in Diamond
and Dybvig (1983).

Finally, we study a more general setting with multiple heterogeneous banks and both aggregate
and bank-level uncertainty. We show that increasing uncertainty makes the financial system more
fragile and more prone to financial crises. Specifically, we show that for low levels of both bank-
level and aggregate uncertainty, idiosyncratic shocks at a single bank generate only local runs with
no contagion. At greater levels of bank level or aggregate uncertainty, idiosyncratic shocks can
spread to other banks and become systemic. Finally, we show that, when aggregate uncertainty is
sufficiently large, the unique equilibrium in the economy is the “credit crunch” equilibrium. In this
situation, the financial system retrenches itself into a “safety mode,” whereby banks refrain from
lending and invest only in the safe asset, producing a “credit crunch.”

We conclude our paper with a discussion of the empirical and public policy implications of our
model. First and foremost, the distinguishing feature of our analysis is that financial crises can
originate in one sector of the economy and then propagate through the banking system, spilling
over to the stock market amidst a wave of pessimism. Conversely, our paper implies that good

news in one industry can trigger additional lending to another sector, and thus result in a lending



boom. We also show that, because of the externalities introduced by uncertainty aversion, banks
may be exposed to a self-fulfilling (inefficient) credit crunch, whereby each individual bank is not
willing to lend, even if it were (collectively) advantageous to do so.

Our paper has implications for public policy and the management of financial crises. We suggest
that, when uncertainty in the economy is sufficiently low, central banks can avert runs by intervening
only on the affected banks. In contrast, when the economy is exposed to greater uncertainty, bank
bailouts and assets purchases by the central bank should involve not only the banks that are directly
affected, but must also be extended to other banks to avoid a systemic crisis. In addition, we argue
that, at high levels of uncertainty, banks may be “stuck” in a bad credit crunch equilibrium that
cannot be resolved with injections of liquidity to the banking system.

Our paper is related to several stands of literature. First is the theory of bank runs based on the
liquidity provision/maturity transformation role of financial intermediation originating with Dia-
mond and Dybvig (1983). This includes Jacklin (1987), Bhattacharya and Gale (1987), Jacklin and
Bhattacharya (1988), Chari and Jagannathan (1988), and Goldstein and Pauzner (2005), among
many others. Allen, Carletti, and Gale (2009) argue that aggregate volatility can induce banks to
stop trading among each other, effectively generating a credit crunch.

More importantly, our paper is linked to the emerging literature on contagion and systemic
risk. Allen and Gale (2000) generate contagion as the outcome of an imperfect interbank market
for liquidity. Kodres and Pritsker (2002) model transmission (i.e., contagion) of idiosyncratic shocks
across asset markets by investors’ rebalancing their portfolios’ exposures to shared macroeconomic
risks among asset classes. Géarleanu, Panageas, and Yu (2014) derive contagion across assets due
to limited participation and excessive portfolio rebalancing following shocks. Allen, Babus, and
Carletti (2012) examine the impact of financial connections on systemic risk. Acharya, Mehran, and
Thakor (2013) consider a model where regulatory forbearance induces banks to invest in correlated
assets, thus creating systemic risk. Acharya and Thakor (2015) argue that, while bank leverage can
be used to discipline a bank’s risk-taking, it generates excessive liquidations that convey unfavorable
information on the economy’s fundamentals, thereby generating systemic risk. Additional papers
include Freixas, Parigi, and Rochet (2000), Rochet and Vives (2004), Acharya and Yorulmazer

(2008), Brusco and Castiglionesi (2007), Thakor (2015a), among many others.



Closer to our paper is Goldstein and Pauzner (2004) which argue that investors’ portfolio diver-
sification may generate systemic risk. This happens because (idiosyncratic) negative information
on a bank (or, equivalently, an asset class), generates a wealth loss to investors. If investors have
decreasing absolute risk aversion, this wealth loss may increase investors’ risk aversion sufficiently
to trigger a run on other banks that are otherwise not affected by the initial shock. Our paper
differs from theirs in the fundamental mechanism that triggers contagion. Specifically, in Goldstein
and Pauzner (2004) the channel of contagion is through changing the equilibrium discount rate
in an economy, since the increase of investors’ risk aversion affects the market risk premium. In
contrast, in our model the channel of contagion is through a deterioration of investors’ probability
assessments on the future return of risky assets, that is, their beliefs, potentially leaving the market
discount rate unaffected. Thus, the two papers complement each other, and they can jointly ex-
plain the deterioration of investor sentiment and increase of discount rates that often characterize
financial crises. In addition, our paper can explain how idiosyncratic shocks of relatively small size
can generate systemic runs.

Our work is also closely related to the emerging literature on uncertainty aversion in financial
decision making and asset pricing.* Uncertainty aversion has been proposed as an alternative to
Subjective Expected Utility (SEU) to describe decision making in cases where agents have only am-
biguous information on probability distributions. This stream of research was motivated by a large
body of work documenting important deviations from SEU and the classic Bayesian paradigm (see
Etner, Jeleva, and Tallon, 2012, for an extensive survey of this literature). An important finding
of this literature is that, while the degree of ambiguity aversion may vary across treatments and
subjects, the presence of ambiguity aversion appears to be a robust experimental regularity. Inter-
estingly, Chew, Ratchford, and Sagi (2013) document that ambiguity averse behavior is particularly
relevant among more educated (and analytically sophisticated) subjects.

Uncertainty aversion has also been shown to be an important driver of asset pricing, providing
an explanation for observed behavior that would otherwise be puzzling in the context of SEU. For
example, Anderson, Ghysels, and Juergens (2009) find stronger empirical evidence for uncertainty

rather than for traditional risk aversion as a driver of cross-sectional expected returns. Jeong, Kim,

‘For a thorough literature review, see Epstein and Schneider (2008) and (2010).



and Park (2015) estimate that ambiguity aversion is economically significant and explains up to
45% of the observed equity premium. Boyarchencko (2012) shows that the sudden increase in credit
spreads during the financial crisis can be explained by a surge in uncertainty faced by uncertainty-
averse market participants. Dimmock et al. (2016) show that ambiguity aversion helps explain
several household portfolio choice puzzles, such as low stock market participation, low foreign stock
ownership, and high own-company stock ownership.”

Closer to our paper, Uhlig (2010) highlights the role of uncertainty aversion in a financial crisis:
the presence of uncertainty-averse investors exacerbates the falls of asset prices following a negative
shock in the economy. Caballero and Krishnamurthy (2008) examine a version of Diamond and
Dybvig (1983) with uncertainty-averse investors. Uncertainty in their model concerns the extent of
the investors’ liquidity shocks (and not a bank’s expected profitability, as in our model). Uncertainty
aversion makes investors very pessimistic (that is, they “fear the worst”) triggering a “flight-to-
quality.” In their model, uncertainty aversion acts as an amplification mechanism. Contagion (that
is, the transmission mechanism) can happen, for example, through forced asset sales in unrelated
asset markets due to investors’ balance sheet constraints.% In our paper, uncertainty aversion itself
is a new source of contagion and systemic risk.

Our paper is organized as follows. In Section 1, we outline the model. In Section 2, we develop
our theory of systemic risk based on uncertainty aversion. Section 3 discusses contagion between
banks and the stock market. In Section 4, we study a general model with multiple banks and
both aggregate and bank-level uncertainty. Section 5 discusses the effect of increased uncertainty
on fragility of the financial system. In Section 6, we discuss the empirical implications of our
model and the lessons we learn for public policy and the management of financial crises. Section 7

concludes. All proofs are either in the Appendix to the paper or the Technical Online Appendix.

1 The model

We study a two-period model, with three dates, ¢ € {0,1,2}. The economy is endowed with three

types of assets: a safe asset (that serves as a “storage” technology) which will be our numeraire, and

’See also Easley and O’Hara (2009), Bossaerts et al. (2010), Drechsler (2013), Jahan-Parvar and Liu (2014), Mele
and Sangiorgi (2015), Gallant, Jahan-Parvar and Liu (2015) and Dicks and Fulghieri (2015) and (2016).
%See also Krishnamurthy (2010).



two classes (or types) of risky assets denominated by 7, with 7 € {4, B}. Making an investment in
a risky asset at the beginning of the first period, ¢t = 0, generates at the end of the second period,
t = 2, a random payoff denominated in terms of the safe asset. Specifically, a unit investment in
the type-7 asset produces at t = 2 a payoff R with probability p,, and a payoff 0 with probability
1 — p;. A unit investment in the safe asset, which can be made either at ¢ = 0 or t = 1, yields
a unit return in the second period, so that the (net) safe rate of return is zero. We assume that
returns on risky assets depend on the state of the overall economy, which provides the source of
uncertainty in the model, as described below.

Our economy has two classes of players: investors and two banks. The banking system is
specialized: each bank can only invest in one class of the risky asset, in addition to the safe asset.
Thus, a bank of type 7 can only invest in type-7 assets, for 7 € {A, B}, at t = 0. This assumption
captures the notion that banks in our economy are specialized lenders with a well-defined clientele.
At t = 1, a bank has the choice of (partially) liquidating its investment in the risky technology,
allowing it to recover a fraction of the initial investment. Early liquidation, however, is costly and
it generates a payoff £ < 1 per unit of risky asset that is liquidated at ¢ = 1. Thus, liquidation of
a fraction 7 of the investment in risky asset 7 will generate payoff v¢ at t = 1, and (1 — )R with
probability p, at t = 2.

The economy is populated by a continuum of investors. Each investor is endowed at ¢ = 0 with
$2 in the safe asset and, as we will show later, in equilibrium will invest $1 in bank A and $1 in bank
B. While investors have access to the storage technology (our safe asset), they can (potentially)
have exposure to the risky asset only by making deposits in the banks. Following Diamond and
Dybvig (1983), each investor faces at ¢t = 1 a liquidity shock with probability A\.” Occurrence of
the liquidity shock is privately observed by the investor and determines her “type.” An investor
hit with the liquidity shock, that is, a “short-term” investor, must consume immediately, and her
utility is wu(e1), with u(0) = 0, v’ > 0 > u”, where ¢; is consumption at ¢ = 1. An investor
not impacted by the liquidity shock, that is a “long-term” investor, consumes only at ¢t = 2. For

analytical tractability we assume that long-term investors are risk neutral in wealth, that is, their

"Liquidity shocks are statistically independent across investors. Differently from Wallace (1988, 1990), and Chari
(1989), among others, there is neither aggregate risk nor uncertainty on the liquidity shock.



utility is ug (c2) = c2, where ¢y is consumption at t = 2.8

The model unfolds as follows. At the beginning, ¢ = 0, banks 7 € { A, B} offer deposit contracts
to investors. We assume that the two banks move first and simultaneously offer deposit contracts
r, (described below) to investors, and then investors decide whether to invest their endowment as
deposits at the two banks, d, > 0, or to invest in the safe technology, S,.” After investors make
their deposits, banks decide on their investments in the safe and the risky asset. At t = 1, investors
learn whether or not they are affected by the liquidity shock. Investors hit by a liquidity shock
have no choice other than to withdraw from the bank(s) where they made a deposit and consume
all their wealth. Investors not hit by a liquidity shock must decide, for each bank 7, whether to
keep their deposit in the bank, w,; = 0, or to withdraw their deposits immediately, that is to “run”
the bank, w, = 1. Investors that run a bank invest the proceeds in the safe asset (i.e., the storage
technology) for later consumption. At ¢t = 2, cash flows from risky assets are realized and divided
among investors remaining in the bank, and final consumption takes place.

An important deviation from the traditional Diamond and Dybvig (1983) framework is that we
assume investors are uncertainty averse. We model uncertainty (or “ambiguity”) aversion by adopt-
ing the minimum expected utility (MEU) approach promoted in Epstein and Schneider (2010).10
In this framework, economic agents do not have a single prior on future events but, rather, they
believe that the probability distribution of future events belongs to a given set M, denoted as the
investor’s “core beliefs set.” Thus, uncertainty-averse agents maximize their MEU utility

U = min B, [u()). 1)

where p is a probability distribution over future events, and w (-) is a von-Neumann Morgenstern

(vNM) utility function.!! In addition, following Epstein and Schnieder (2010), we assume that

$While we make the assumption that the utility for consumption at ¢ = 2 is linear for analytical tractability,
numerical analysis of the concave utility case yields similar results to the ones presented in our paper.

9Investments in risky technologies (representing loans) are available only to banks; investors have access only to
the safe (storage) technology and bank deposits.

YMEU was originally derived by Gilboa and Schmeidler (1989). An alternative approach is “smooth ambiguity”
developed by Klibanoff, Marinacci, and Mukerji (2005). In their model, agents maximize expected felicity of expected
utility. Agents are uncertainty averse if the felicity function is concave. Our results follow also in that framework if
the felicity function is sufficiently concave, but at the cost of requiring a substantially greater analytical complexity.

"1n the traditional SEU framework, players have a single prior y and maximize their expected utility E, [u (-)].



uncertainty-averse agents are sophisticated with consistent planning. In this setting, agents are
sophisticated in that they correctly anticipate their future uncertainty aversion and, thus, correctly
take into account how they will behave at future dates in different states of the world.'?

We model investor uncertainty aversion by assuming that investors are uncertain on the prob-
ability distribution of the return of the two risky assets, and we characterize the core beliefs set
by using the notion of relative entropy. For given pair of (discrete) probability distributions (p, q),
the relative entropy of p with respect to ¢ is defined as the Kullback-Leibler divergence of p from
q, and is given by

R(plq) = Zpi log Z; (2)

The core beliefs set for the uncertainty-averse investors in our economy is then given by

M= {p: R(plg) <n}, 3)

where p is the joint distribution of the returns on the two risky assets and ¢ is a certain, exogenously
given “reference” probability distribution of the return on the risky assets. Thus, the core beliefs set
M is the set of distributions p with a divergence not greater than n with respect to the reference
distribution q. The parameter 1 can be interpreted as representing the extent of uncertainty
that is present in the economy.'® Note that, if the return distributions on the two risky assets
are independent (as we assume in our paper), from (2) and (3) it can immediately be seen that

R(plg) = R(palqa) + R(pglgp) and thus that

M = {p: R(palqa) + R(pnlgr) < n}. (4)

Expression 4 has the appealing interpretation that, for given total uncertainty (i.e., entropy) in the
economy, 7, an increase in the uncertainty on the return distribution of one asset, R(p;|q;), requires
a corresponding decrease of uncertainty on the return distribution of the other asset, R(p,/|q.),

7 # 7'. It is immediate to verify the following property of the core beliefs set M.

2Siniscalchi (2011) describes this framework as preferences over trees.
3 As in Epstein and Schneider (2010), Hansen and Sargent (2005), (2007), and (2008), relative entropy can also be
interpreted as characterizing the extent of “misspecification error” that affects investors.



Lemma 1 Let n < n(q), defined in the appendiz. The core beliefs set M is a strictly convexr set

with smooth boundary.

Note that Lemma 1 is an implication of the fact that relative entropy R(p|q) is a strictly convex
function of p.'* Lemma 1 also implies that, for uncertainty-averse agents with positive endowment
of the underlying risky assets, the relevant part of the core beliefs set M is a smooth, decreasing
and convex function. This property is an implication of the fact that uncertainty-averse agents
solving problem (1), will select their probability assessments that lie in the “lower-left” boundary
of the core beliefs set M. See Figure 1 on page 42.

We model the core beliefs set as follows. We assume that the success probability of an asset
of type-7 depends on the value of an underlying parameter ., and is denoted by p,(6;), with
0r €10r,01] C [0m, 00, Orsr — 0 = 01, — 0,,. For analytical tractability, we assume that p,(0) =
9770 | with 7 € {A, B}. Uncertainty-averse agents treat the vector 6 = (04,0p) as ambiguous
and assess that 6 € C C {(04,0B) : (04,05) € [01,0x)*}. We interpret the parameter combination
g as describing the state of the economy at t = 2 and we denote C' as the set of “core beliefs” of
our uncertainty-averse investors.

In light of Lemma 1 and subsequent discussion, we assume that for f € C we have that (04 +
0p)/2 = Op, where Op = (0 + 61)/2; see Figure 1 for an illustration. Thus, in this specification, a
greater value of the parameter 64 increases the success probability of type A assets, but it comes
at the expense of a decrease of the success probability of type B assets. Thus, a greater value of
0 4 is more “favorable” for asset A and more “unfavorable” to asset B. From 4, this property can
be interpreted as modeling the situation where, for given total uncertainty in the economy, more
uncertainty on the probability distribution of the return on one asset is balanced by less uncertainty
on the probability distribution of the other asset. Note also that, for a given value of the parameter
combination @, the probabilities distributions p-(0;), 7 € {A, B}, are independent. This means
that the returns on the risky assets are uncorrelated.'®

We will at times benchmark the behavior of uncertainty-averse agents with the behavior of an

uncertainty-neutral SEU agent, and we will assume that uncertainty-neutral investors has 07 = 0y,

"For a general discussion, see Theorem 2.5.3 and 2.7.2 of Cover and Thomas (2006).
150ur model can easily be extended to the case where, given 6, the realization of the asset payoffs at the end of
the period are correlated.
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so that she assesses 6, = 6. This assumption guarantees that the uncertainty-neutral investor has
the same probability assessment on the return on the two assets as a well-diversified uncertainty-
averse investor (and thus there is no “hard-wired” difference between the to type of investors). We
will also assume throughout that e7=%% R > 1. This inequality implies that the expected profits
from risky assets are sufficiently large to make an uncertainty-neutral investor willing to invest in
such assets. Later, we will also show that this implies a well-diversified uncertainty-averse investor

is willing to invest in the uncertain assets.

1.1 Deposit contracts

We assume that banks are organized as “mutual” financial institutions, such as mutual saving
banks or credit unions, and maximize the welfare of their depositors. Thus, at the beginning of the
first period, ¢t = 0, banks offer investors deposit contracts that maximize their lifetime welfare.!6
Because banks can make risky investments, departing from Diamond and Dybvig (1983), the payoff
from deposit contracts depends both on the date of withdrawal and the realization of the investment
in the risky asset, if a bank makes such investment. Thus, a deposit contract offered by bank 7
is a triplet r, = {7“17, 7‘[27_, 7“37_} describing the time- and state-dependent payoff to a depositor per
unit of deposits, as follows.!” Given a unit deposit at time ¢t = 0, investors who withdraw at ¢t = 1
receive safe payoff r1, > 0. Investors keeping their deposits at the bank until t = 2, receive a payoff
that that can be composed by two parts: first, that they receive a safe payoff TZQT > 0 which is
independent of the realization of the risky asset, plus they may receive a second payoff TQLT >0
which is paid to the investor only if the risky asset has generated the high return R. There is no
government insurance guarantee for deposits.

Given a deposit contract r, = {rlT,réT,rgT}, an investor depositing d, > 0 dollars at bank 7

receives a total payoff (and consumption) from holding her deposits in the two banks, as follows. In

absence of runs, investors hit with the liquidity shock withdraw early and receive from each bank

16 Alternatively, we could assume that the banking sector is open to free entry, whereby a type-r bank is exposed
to potential competition from banks of the same type. Zero-profit condition ensures that at the beginning of the
period, t = 0, a type-7 bank offers investors a deposit contract that maximize their lifetime welfare. Note that, in
this case, to be able to raise deposits from investors, a bank must be able to commit, at the time deposits are made
by investors, to their asset allocation between the safe and risky assets.

'"Because banks maximize investors’ ex-ante utility, optimal consumption allocations can be implemented with
linear deposit contracts WLOG (see the proofs of Theorems 1 and 2).

11



a payoff equal to r1-d; and, thus, their consumption is equal to ¢; = S, + r1ada + r1pdp, where
Sa > 0 is an investor’s investment in the safe asset. Investors not hit with the liquidity shock and
holding their initial deposits with both banks have consumption which will depend on the realized
return on each of the risky assets, with E(c2) = S, + (rb 4 + parl)da + (rhs + ppriy)ds.

We will initially focus on equilibria with no runs. To simplify the exposition, let Uy be the value
function of investors at ¢ = 0, and let U; be the value function of late investors in the case of no
runs.'® Thus,

Uo = Mt (Sa + r1ada + ripdp) + (1 — \) Uy (51) , (5)
Ur (51) =S¢+ (T‘ZQA + eeA_eMrgA) da + (rlgB + egB_eMrgB) dp, (6)

where 51 is their belief about the state of the economy, which we derive next.

1.2 Endogenous beliefs

An important implication of uncertainty aversion is that the investor assessments on the parameter
combination 6 depends on their overall exposure to risk and, thus, on the structure of their portfo-
lios. This means that the probability assessment (i.e., the “beliefs”) held by an uncertainty-averse
investor on the state of the economy (that is, the parameter combination 5) are endogenous, and
depend on the agent’s overall exposure to the risk factors of the economy.

Endogeneity of beliefs is the outcome of the fact that the minimization operator in (1), which
determines the probability assessment held by an investor, in general depends on the composition
of the investor’s overall portfolio. It is useful to note that this property, which plays a critical
role in our paper, implies that uncertainty-averse agents are more willing to hold uncertain assets
if they can hold such assets in a portfolio rather than in isolation. This happens because, by
holding uncertain assets in a portfolio, investors can lower their overall exposure to the sources of

uncertainty in the economy, a property that we will refer to as uncertainty hedging.*

The effect of uncertainty hedging in our model is that investors hold more favorable probability

18The payoff to early and late investors in the case of runs are displayed in the Appendix. The corresponding
expressions for Uy and U; (51) in the case of runs on one, or both, banks are available in the Appendix.

19This property can be loosely interpreted as the analogue for MEU investors of the more traditional “benefits
of diversification” displayed by SEU preferences. The property may be seen immediately by noting that, given two
random variables, yx, with distributions u, € M, k € {1,2}, which are ambiguous to agents, by the property of the

12



assessments on the future return of the risky assets held by the two banks when they make deposits
in both banks, rather than when they make deposits in only one bank. This property may be seen
as follows. Long-term investors’ ultimate exposure to the sources of uncertainty in the economy
depends on the initial deposits made at each bank, d,, the investors’ decision on whether or not to
keep these deposits at each bank, w,, and the deposit contracts offered by each bank, .. Because
of uncertainty aversion, from (6), the investor’s assessment at ¢ = 1 on the state of the economy is

the solution to the minimization problem:

5111 = arg min U; (51) , (7)
01€C

and is characterized in the following Lemma.

Lemma 2 Let
o d (1 —w,r)
rh d. (1 —w;)

. 1
0. =07+l (8)

The assessment held at t = 1 by an uncertainty-averse agent on the state of the economy is 5(11 =

(0%,0%), where

0r, 0 <0p
9? = 97 éT c (HL,QH) for T € {A,B}. (9)
O 0 > 0

Lemma 2 shows that investor assessments at ¢ = 1 on the expected future profitability of the
two banks, as it is affected by the state of the economy (captured by the parameter %), depends
critically on the composition of their overall portfolio. We will denote 56{ as characterizing investor
“beliefs.” We will say that the investor has interior beliefs when 0% € (01,0m) for 7 € {A, B}.
Otherwise, we will say that the investor holds corner beliefs. The following lemma can immediately

be verified.

Lemma 3 Holding deposits d, in bank T constant, a decrease in the investor’s deposit in type-t’

minimum operator we have, for ¢ € [0, 1], that

¢ mip B, [u(y)] + (1 —q) min E, [u(y2)] < g%{un [u(y)] + (1 = @) Ep [u(y2)]}-
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bank, doyr, with 7" # T, leads the investor to decrease her assessment of the success probability of

the assets held by a type-T bank, that is, to lower 0%.

Lemma 3 shows that when an investor has a relatively greater proportion of her portfolio deposited
in a bank (determined, for example, by a decrease in an investor’s deposit in the other bank), she
will be relatively more concerned about the priors that are less favorable to assets held by that bank.
Thus, the investor will give more weight to priors that are less favorable to that bank. This implies
that, in the optimization problem (7), the investor will select values of the parameter 6 which are
less favorable to bank 7, leading to lower values of 02 and, thus, of the success probability p,(62).
In other words, the investor will be more “pessimistic” about the return on that asset. In turn, the
investor will hold priors more favorable to the other asset and, thus, will become correspondingly
more “optimistic” with respect to the other asset.

If an uncertainty-averse investor withdraws her deposit from one bank, w,» = 1, and holds
deposits only at the other bank, w, = 0, she will have a probability assessment on the return on
the assets held by bank 7 determined by the worse-case scenario for that bank, with 6% = 6.
Similarly, if at t = 0 an investor deposits her endowment only in one bank, she will have beliefs on
the return on the assets held by the bank that are determined by the worse-case scenario: 65 = 0y..

Lemma 2 will play a crucial role in our analysis. Specifically, it means that uncertainty aversion
creates complementarities between investments in different asset classes, so that investors are more
optimistic, and thus value more, one class of risky assets if they can also invest in other risky
assets. Such portfolio complementarity for investors, in turn, induces a strategic complementarity
among banks, resulting in multiple equilibria. It also implies that (idiosyncratic) bad news about a
bank, which will induce a run on that bank, will make investors more pessimistic about the other
bank’s profitability, possibly triggering a run also on that other bank. In this way, the presence of

uncertainty aversion creates contagion, and thus systemic risk.

1.3 Optimal deposit contracts and investment policy

We now examine the optimal deposit contracts offered by banks and their optimal investment policy
in the safe and the risky technology. In particular, bank 7 sets the optimal deposit contract, r,,

offered to investors and the levels of investment in the safe and risky technologies, S; > 0 and

14



K. > 0, per unit of deposits d, given the optimal contract and investment policy adopted by the
rival bank 7/, to maximize investors’ ex-ante utility

G Uy =Du(e) + (1= )0 ( 1) (10)

subject to the following constraints. Note that, while problem (10) characterizes the level of invest-
ment in the safe and risky asset that is ex-ante optimal, we will show in the Appendix that these
investment levels remains optimal after a bank receives the deposits from investors.

Because liquidity shocks are privately observable only to investors at the interim date, ¢t = 1,
deposit contracts offered by a bank must satisfy the appropriate incentive compatibility constraints.

Early investors must consume immediately, since they gain no utility from ¢ = 2 consumption, giving
c1 =S, +1r1ada +1r1BdB. (11)

Late investors, in contrast, may pretend to be early investors and withdraw their deposits from
either (or both) banks and invest in the safe technology for later consumption. Thus, to prevent

runs on one (or both) banks, deposit contracts must satisfy

Ul <§Cll) > Sa + rleT + rlT/dT/7 (12)
U <§(11> > Sy +rieds + (TZQT, + fr=0m 7’37_/>d7_/, (13)
U () 2 Sutrimdes + (rh, + 000 ) (14)

where (12) ensures that late investors prefer keeping their deposits in both banks rather than
running on both of them, (13) ensures that late investors prefer not to run bank 7, while keeping
their deposits in bank 7/, and (14) ensures that late investors prefer not to run bank 7/, while
keeping their deposits in bank 7. Note that the incentive compatibility constraint (13) reflects the
fact that, if a long term investor runs bank 7 and not bank 7/, she will have a portfolio that is
exposed only to the risk of type-7’ assets only. This implies that she will be concerned only with
the states of the economy that are least favorable to risky asset 7/ and, thus, will set 62, = 0.

Similarly, if the long-term investor runs bank 7/, the investor will be concerned only with the states
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of the economy that are least favorable to risky asset 7 and, thus, will set 82 = 01, leading to (14).

Banks correctly anticipate investors’ probability assessments 9%11 (i.e., their beliefs) at t = 1:

6_?? = argmin Uy <§1> , (15)
0,€C
Uy <§1> = S, + (rh, + el 0mph a4 (4 OOl (16)

Finally, the optimal deposit contract satisfies a bank’s budget constraints at time ¢ = 0, 1, 2 regard-

ing investments in the safe and risky technology, and promised payoffs in the deposit contract:

1 > S, +K; (17)
S, > M+ (1= Nrh, (18)
KR > (1-\rh. (19)

Note that, if a deposit contract, r,, offered to investors by a bank does not satisfy the incentive-
compatibility and feasibility constraints (12) - (19), investors will anticipate a run and will not be
willing to make any deposit in the bank. We will make the following additional assumptions:

Conditions Ay (Regularity conditions):

(20)

0r—0
u' (2) > TR > o) ( cr MR )

XTI R (1N
The first inequality ensures that the optimal deposit contract offered by banks to uncertainty-
neutral investors provides (partial) insurance against liquidity shocks, while the second inequality
ensures that the optimal deposit contracts satisfy the incentive compatibility constraint (12) with
strict inequality, that is, that the constraint is not binding in the optimal contract.?’

Condition Ay (Contagion):

drfvp < 1.

This inequality implies that there are priors in the core beliefs set such that an investor assessing

*0Note that the regularity conditions Ao have the same role as the assumptions in Diamond and Dybvig (1983)
that investors have a coefficient of RRA greater than 1 and that pR > 1, which together ensure that in, in their
model, the optimal deposit contract {ri;r3}, satisfies 1 < ri <13 < R.
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cash flows with such priors is not willing to make a unique deposit in a bank of type 7, for
7 € {A, B}. As will become apparent below, A; implies that, while an uncertainty-averse investor
would be willing to make deposits in both types of banks, she may not be willing to keep her deposit

in a bank of one type only. This features creates the possibility of systemic runs.

1.4 Equilibrium banking

We now characterize the equilibria in the basic game. We will use the notion of subgame-perfect

Nash Equilibrium.

Definition 1 A subgame-perfect Nash Equilibrium in our economy is a strategy combination

{r¥, dx, Sk, Sx K¥ wk} such that (i) each bank T € { A, B} selects the initial deposit contract offered

79 Y1

*

to tnvestors, T,

and its investment policy in the safe, S¥, and risky technology, K}, that mazimizes
investors’ ex-ante utility, Uy, subject to (11) - (19), and given the other bank’s and the investors’
optimal strategies; (ii) an allocation att = 0 of deposits by investors between the storage technology,
Sq > 0, and two banks, di > 0, with S, + d% + dj < 2, given the deposit contacts r} offered by the

two banks, that maximizes their ex-ante utility, Uy, and a withdrawal policy for late investors, wk,

that mazimizes their continuation utility, U .

As a benchmark we consider first the case in which agents are uncertainty-neutral, as follows

(recall that 0, = 0y = 07 for uncertainty-neutral investors).

Theorem 1 If investors are uncertainty neutral, there is an equilibrium deposit contract 2% =

{rf:, 7"12’)7*, rgf*} such that
AP =1, " =0, and 1 < fF < f770mphP* for - e (A BY, (21)

that is, banks provide partial insurance against liquidity shocks, investors invest all their endowment

equally in both banks, di =1, and do not run, wi = 0.

Theorem 1 shows that, as in Diamond and Dybvig (1983), a symmetric equilibrium with rfz = r’l’*B
and Tgf‘* = rgg* always exists, whereby banks provide investors with partial insurance against

liquidity shocks: 1 < 7 < ef7=0m rgf*. In addition, just like in Diamond and Dybvig (1983),
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insurance provision by banks implies that, in equilibrium, banks are illiquid and, thus, potentially
exposed to runs. It is, however, important to note that, although runs do not occur in equilibrium,
if a run on one bank did occur, it would not trigger a run on the other bank. Thus, runs would
not be systemic: a run on one bank would not necessarily induce a run on the other bank, so the
banking system is not fragile.?!

These properties change dramatically when investors are uncertainty averse. From Lemma 2
we know that, because of uncertainty aversion, the investors’ assessment on the future state of the
economy and, thus, on banks’ expected solvency, depends on their overall risk exposure. In this
way, uncertainty aversion creates a direct link between investor’s desired holding in each asset class,
making asset holdings effectively complements.

The strategic complementarity due to uncertainty aversion generates the possibility of multiple
equilibria and systemic runs. There are two types of equilibria when investors are uncertainty
averse. The first type of equilibrium has the same properties as the one in which investors are
uncertainty neutral, as described in Theorem 1. In this equilibrium, banks invest in the risky
assets, offer partial insurance to investors, are illiquid and exposed to runs. We will denote this
equilibrium as the “risky” equilibrium. We interpret this equilibrium as one in which banks carry
out their normal lending activity.

In the second equilibrium, banks invest only in the safe asset, making the banking system
effectively immune to runs, an equilibrium we will denote as the “safe” equilibrium. In this second
“safe” equilibrium, banks refrain from investing in the (potentially) more profitable risky assets
and, rather, invest only in the safe asset. We interpret this equilibrium as a “credit crunch,” where

banks invest only in safe assets and refrain from lending.

Theorem 2 If investors are uncertainty averse and Ay holds, there are both a “risky” equilibrium,
where the optimal deposit contract is again r?" characterized in (21), and a “safe” (“credit crunch”)
equilibrium, in which both banks invest only in the safe asset and offer a safe deposit contract,

ri* = {T?:,Tég_*,ng*}, and no insurance against liquidity risk: r{* = ri7* = 1 and rb* = 0, for

21For completeness, note that there are also “virtual run” equilibria, whereby if investors expect a run at t = 1, in
either or both banks, wy = 1, 7 € {A, B}, they do not make any deposit at the affected bank at the initial period,
t = 0. Similarly, under MEU, if investors expect a run at any one of the two banks, they will make no deposits at
any bank. Since these nonparticipation, or “autarky,” equilibria are not interesting, we will ignore them in the rest
of the paper. See Allen and Gale (2007) for a general discussion.
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T € {A, B}. Again, investors invest equally in both banks, di = 1. Furthermore: (i) The “risky”
equilibrium Pareto dominates the “safe” equilibrium; (i) banks are not exposed to runs in the “safe”

equilibrium, but they are in the “risky” equilibrium.

Theorem 2 shows that the presence of uncertainty aversion has the effect of creating a second
equilibrium, in addition to the one prevailing in an economy populated by SEU agents. Specifically,
in addition to the equilibrium where banks invest in risky technology and offer (partial) insurance
against liquidity shocks that prevails when investors are uncertainty neutral, there is also a credit
crunch equilibrium in which banks invest only in the safe asset. The credit crunch equilibrium
is inefficient: it is Pareto dominated by the risky equilibrium where both banks invest in their
respective risky assets.

Existence of the credit crunch equilibrium depends critically on the fact tha